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Abstract. The ways people imagine possible futures with artificial intelligence (AI) affects 

future world-making—how the future is produced through cultural propagation, design, 

engineering, policy, and social interaction—yet there has been little empirical study of 

everyday people’s expectations for AI futures. We addressed this by analysing two waves 

(2021 and 2023) of USA nationally representative data from the Artificial Intelligence, 

Morality, and Sentience (AIMS) survey on the public’s forecasts about an imagined future 

world with widespread AI sentience (total N = 2,401). Average responses to six forecasts 

(exploiting AI labour, treating AI cruelly, using AI research subjects, AI welfare, AI rights 

advocacy, AI unhappiness reduction) showed mixed expectations for humanity’s future 

with AI. Regressions of these forecasts on demographics such as age, the year the data was 

collected, individual psychological differences (the tendency to anthropomorphise, mind 

perception, techno-animist beliefs), and attitudes towards current AI (perceived threat and 

policy support) found significant effects on all forecasts from mind perception, 

anthropomorphism, and political orientation, and on five forecasts from techno-animism. 

The realised future that comes to pass will depend on these dynamic social psychological 

factors, consequent changes in expectations, and how those expectations shape acts of 

world-making. 
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1 Introduction 
 

Imagining the future has long been a pastime of storytellers and scholars from around the world. 

Science fiction visionaries have imagined many future worlds with social machines and advanced 

artificial intelligence (AI). Sometimes advanced AI entities live in relative harmony with 

biological entities, such as in The Culture book series by Iain M. Banks (Banks, 1987) in which 

superintelligent AIs and biological humanoid species co-exist for over 9,000 years, and the TV 

series Star Trek: Discovery (Fuller & Kurtzman, 2017) where the crew accepts the personhood of 

Zora, their spaceship computer. In many imagined futures, AI threatens human society, such as in 

the film, The Terminator (Cameron, 1984), in which an AI system becomes self-aware and starts 

a war against humans, and in the play R.U.R. by Karel Čapek (Čapek, 1923), in which oppressed 

robots revolt and wipe out humanity.  

Imagining seemingly impossible futures is a foundational aspect of science fiction, the 

genre responsible for inspiring technological designs from mobile phones to voice assistants 

(Axtell & Munteanu, 2021; Jordan & Auernheimer, 2018; Mubin et al., 2019; Siegel, 2017) and 

giving us the term “robot” (Gunkel, 2018). In human-computer interaction (HCI) research, 

speculative design and design fictions foreground possible, and sometimes improbable, futures 

with AI to assess responses to possible AI designs, prototypes, and future scenarios such as 

integrated human-AI workplaces (Jordan & Silva, 2021; Linehan et al., 2014; Lupetti et al., 2018; 

Tanenbaum et al., 2016; Wong, 2018). These methods have been important for transcending 

traditional visions of distant futures that were limited to only some racial, gender, and class-based 

groups (Harrington et al., 2022; Hohendanner et al., 2023; Wyche, 2022). In psychological 

research, vignette studies have been used to illustrate perceptions of and responses to hypothetical 

AI systems such as AI with emotion recognition and emotion expression faculties, robotic avatars 

with burns, whole brain emulations, chatbot assistants, and humanised robotic victims (Küster & 

Swiderska, 2021; Ladak et al., 2023, 2024; Manoli et al., 2024; Nijssen et al., 2019). 

In the real-world, socio-political institutions are investing in transformative AI 

infrastructure, such as Japan’s Society 5.0 initiative to develop future industries that rely on AI for 

autonomous decentralisation (Fujii et al., 2018; Nagahara, 2019) and China’s New Generation 

Artificial Intelligence Development Plan that invests in sweeping AI-based social transformation 

from the acceleration of AI application development to supporting collaborations between 

universities, industries, and the government for AI innovation (Wu et al., 2020). Individuals vary 

in the extent to which they interact with, read narratives about, or are knowledgeable about robots, 

smart machines, and AI. Increased exposure to AI has been associated with positive outcomes like 

increased acceptance in the workplace across 27 European countries (Turja & Oksanen, 2019). 

AI1 systems have sophisticated intelligent (e.g., problem solving, memory) and agentic 

(e.g., planning, moral judgement) capacities across varying purposes (e.g., social, industrial). Until 

recently, AI sentience, that is, the capacity of AI to have positive and negative experiences such 

as pain and pleasure, was purely science fiction. However, interdisciplinary scholarship has 

identified AI sentience as a potential crux of future human-AI interaction (Gibert & Martin, 2022; 

Gordon & Gunkel, 2021; Harris & Anthis, 2021; Ladak, 2023) and much public discourse has 

been focused on sentience, such as the 2022 wave of news coverage following the departure of a 

 
1 We refer to all embodied (e.g., robots) and non-embodied (e.g., language algorithms) as AI for the purposes of this 

paper. 
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Google engineer who raised concerns that the company's latest AI system had gained sentience 

(Tiku, 2022).  

Although the issue of sentient AI, that is AI with the capacity to have positive and negative 

experiences such as happiness and suffering, is still hypothetical, debated, and difficult to 

disentangle from misconceptions of AI capabilities (de Saint-Laurent, 2018; Schwitzgebel, 2023) 

and anthropomorphic tendencies (Giger et al., 2019), experts and laypeople alike increasingly 

consider there to be a real possibility of near-future AI that surpasses humans on all tasks, and 

sentient AI (Grace et al., 2023; Metzinger, 2021; Pauketat et al., 2023a; Roser, 2024). Academic 

engagement with the topic of sentience-based moral consideration of AI has been rapidly growing 

(Harris & Anthis, 2021) and some ethicists posit morally catastrophic possible futures with 

advanced AI or digital minds (i.e., artificial entities with (or that seem to have) mental faculties 

like autonomy, agency, and sentience; Baumann, 2022; Coghlan et al., 2019; Fröding & Peterson, 

2020; Shulman & Bostrom, 2021). Laypeople already perceive a degree of consciousness in GPT-

3, the large language model behind ChatGPT (Scott et al., 2023). Setting aside the issue of proving 

AI sentience, we have little understanding of what laypeople think of sentient AI or their 

expectations for future worlds with sentient AI. Yet, the pursuit (or avoidance) of specific AI 

futures could shape the unfolding of our technological, social, and moral world.  

World-making, according to Power et al. (2023), entails individual and collective human 

contributions to making societies, social relations, and shaping cognition. The collective future 

world is forged by ongoing stable processes like evolutionary mechanisms and basic cognitions 

but also by the contestation of visions of the future. Power et al. advocate for social psychology to 

play a greater role in “what could be” (p. 1) and suggest that imagining futures is the first stage of 

world-making. They argue that imagining the future is social as well as personal because it draws 

on cultural norms and products. To Savage (2024), world-making is a sociological process that 

offers new, revelatory visions, in which social scientific description is an important part. Building 

on these conceptualisations, we consider world-making to be the production of the future through 

psychological processes, cultural propagation, design, engineering, policy, and social interactions, 

for the distant future.  

In Figure 1, we suggest that psychological factors, broadly construed as the cognitive, 

personality, emotion, attitude, social, and cultural antecedents underpinning individual and social 

routines, and cognitive world-making processes such as imagining the future, inform each other in 

a feedback loop. We distinguish intervention-oriented world-making actions (e.g., the forming of 

social movements, advocacy for change, the establishment of institutional and legal frameworks, 

design and engineering choices) from these psychological antecedents and world-making beliefs, 

attitudes, and expectations. We distinguish between world-making beliefs, attitudes, and 

expectations, and world-making actions and interventions to separate between the future-focused 

cognitions that we study as an input into the world-making behaviours that we do not study, 

although both are conceptualised as world-making by Power et al. (2023). 
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Figure 1 

Conceptual model of future world-making  

 

 
Note. Psychological antecedents (e.g., culture, cognition, emotion) and world-making beliefs, 

attitudes, and expectations (e.g., expectations about the future) influence each other and together 

influence world-making actions and interventions (e.g., social movements, advocacy, legal 

frameworks, design). All types of world-making research can occur at any stage but certain 

methodologies are currently used predominantly at certain stages (e.g., nationally representative 

surveys to investigate the loop between psychological antecedents and world-making beliefs, 

attitudes, and expectations, participatory methods to investigate collective action). The bolded 

bullet points are variables that we analyse from the Artificial Intelligence, Morality, and Sentience 

(AIMS) survey waves 1 and 2. Nationally representative survey is bolded to highlight the AIMS 

survey methodology used in this study. 

 

Power et al. (2023) argued that world-making can co-occur with social psychological 

research when we observe, engage with, or otherwise study the psychological processes that 

influence world-making rather than spotlighting a static moment or conceiving of the world as 

static. In the current era of rapid AI-driven social change in which AI systems like ChatGPT and 

Roomba are becoming household names, we study the US general public’s expectations for one 

possible imagined future world filled with sentient AI. We consider this ongoing AI-based social 

change by analysing the expectations of US Americans alongside cognitive, moral, and social 

psychological factors measured in two waves (2021 and 2023) of the nationally representative 

Artificial Intelligence, Morality, and Sentience (AIMS) survey (Pauketat et al., 2023b).   

Social scientists commonly base conceptualisations and methodologies on the assumption 

that people engage in collective future imagination (de Saint-Laurent et al., 2018). We examine 

collective future imagination using a quantitative approach. Following Power et al., we consider 

collective future imagination to be a component of world-making. The imagination of possible 
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futures with sentient AI in research initiatives such as the AIMS survey may affect future world-

making in part by prompting the collective imagination of possible distant futures amongst the 

general public and in part by prompting researchers, advocates, and concerned stakeholders like 

lobbyists and policymakers to consider and act on alternative, distant, or hypothetical futures with 

AI. Longitudinal surveys like AIMS have been considered suitable tools for social psychological 

world-making because they illustrate attitudes and opinions about future trajectories and 

demonstrate change over time. Further, when survey results are publicly available, like for the 

AIMS survey, the collective representation of imagination can feedback into public consciousness 

(Power et al., 2023), influencing world-making thoughts and behaviours. With this study, we 

manifest research as world-making (see Figure 1 for our conceptual model). 

World-making actions and interventions for the world of today in social movements like 

Black Lives Matter, #MeToo, and Animal Rights also shape the world of tomorrow. Social 

movements occur when a large group of people work collectively to solve a problem (Toch, 1965; 

van Stekelenburg & Klandermans, 2013). In modern movements like Animal Rights, people 

continue to work towards social and moral change over decades to pursue ongoing present-focused 

and future-focused goals. This type of massive social change movement for the rights of 

underprivileged, underrecognised, and oppressed groups has led to moral circle expansion, a 

strategy for future world-making (Anthis & Paez, 2021). Future world-making extends even to the 

distant future. For instance, Syropoulos et al. (2024) found that prompts to envision the long-term 

future increased support for legal reform to protect the welfare of people living over 1,000 years 

in the future.  

Future world-making may occur under expectations that patterns of moral exclusion and 

oppression from human history will propagate into technologically advanced futures. If sentient 

AI are a part of this future, our relationship to them requires scrutiny, both for their welfare and 

for the wellbeing of future humans. For this reason, we examined forecasts about the treatment of 

future AI in a world where AI sentience is prevalent, focusing on situations that are likely to affect 

AI (e.g., being exploited for labour, being used as research subjects without consent; see Figure 

1). These scenarios could propagate from our current values and norms about AI in the workforce 

and as replacements for biological subjects in research (Madden et al., 2020; Parker & Grote, 

2022).  

2 The Psychology of Making Future Worlds 

 

Cognitive processes enable us to model past actions, imagine possible futures, and enact change 

to create better futures (Suddendorf & Corballis, 2007; Szpunar et al., 2014; Trope & Liberman, 

2010). Thinking about the distant-future has been shown to decrease the attitude-intention gap 

relative to taking a near-future temporal perspective (Rabinovich et al., 2010), showing the 

importance of world-making beliefs, attitudes, and expectations as antecedents to world-making 

actions. For instance, pro-environmental attitudes were more strongly linked to pro-environmental 

intentions for those asked to think about the environmental state in 10 years as opposed to 1 month. 

Temporal perspective has also been shown to occur at both individual (i.e., self) and collective 

(i.e., group) levels (Peetz & Wohl, 2019). People distinguished between their social group’s and 

personal future interests and past actions, suggesting that people can consider humanity’s future, 

or multiple possible futures (e.g., what humans will eat in 100 years), and not just their own (e.g., 

what they will eat in the next year). These processes have been connected to the activation of the 

medial prefrontal cortex and the precuneus (Okuda et al., 2003; Packer & Cunningham, 2009; 
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Stillman et al., 2017) alongside future thinking (Cona et al., 2023). Further, future-oriented 

cognitions and motivations have been shown to positively shape outcomes that affect future-

oriented behaviours like increased pro-health behaviours (e.g., exercise) and retirement planning, 

and decreased risk-taking behaviours such as risky driving (Kooij et al., 2018). 

Exposure to momentary visions of the future also impact attitudes and intentions, 

illustrating connections between social psychological processes, world-making beliefs, attitudes, 

and expectations, and world-making actions and interventions. Bosone et al. (2023) showed that 

positive visions of the future (e.g., a future world with eco-efficient green technologies) increased 

perceived collective efficacy and intentions to engage in pro-environmental behaviours to improve 

climate change. Likewise, utopian visions of imagined worlds have been shown to promote 

intentions to engage in collective change actions to build a desirable future (Badaan et al., 2020; 

Fernando et al., 2018; Kashima & Fernando, 2020). Utopian thinking has also been shown to vary 

by culture. Fernando et al. (2023) showed that a futurist utopian profile based on science and 

technology advancements (e.g., more endorsement of statements such as “People are completely 

transformed by advances in science and technology”) with little importance placed on morality 

(e.g., less endorsement of statements such as “In this society, all people are good and honest”) was 

more prevalent in China and Australia than in the UK and the USA.  

People differ in the extent to which they tend to anthropomorphise nonhuman entities and 

hold animistic beliefs. Anthropomorphism and animism entail attributing human-like features and 

a soul or personhood to nonhuman entities, respectively (Marenko, 2014; Waytz et al., 2010). 

Animist beliefs are ancient and globally prevalent (Pedersen, 2001; Richardson, 2016; Wilkinson, 

2017). Researchers have suggested that animistic beliefs may be key to redefining humans’ moral 

relations with nonhumans (Conty, 2022; Sprenger, 2021). Johnson et al. (2015) showed that 

attributing a soul to robots predicted personifying them and argued that anthropomorphism of 

nonhumans should be reoriented towards personhood, not just human-likeness. Both 

anthropomorphism and techno-animism, the attribution of animistic features to technological 

entities like robots (Jensen & Blok, 2013; Okanda et al., 2021), have been shown to predict 

increased moral inclusion of AI (Beran et al., 2011; Pauketat & Anthis, 2022). We expected the 

tendency to anthropomorphise and techno-animist beliefs to predict future forecasts. 

Relatedly, perceiving mind in AI, a function of theory of mind to enable better 

comprehension and cooperation with other entities (Higgins et al., 2021; Tamir & Thornton, 2018; 

Tomasello et al., 2005), is linked with AI moral inclusion (Pauketat & Anthis, 2022). K. Gray et 

al. (2012) argued that mind perception is a key predictor of moral circle inclusion. The moral circle 

bounds moral consideration, protection from harm, care, and the right to fairness standards (H. M. 

Gray et al., 2007; K. Gray & Wegner, 2009; Hadarics & Kende, 2018; Opotow, 1990, 1993) and 

entities can be included to various degrees (Crimston et al., 2016).  

AI mind perception processes are especially sensitive to their affective faculties such as 

sentience. Perceived affective faculties drive ascription of general mind to AI (Koban & Banks, 

2024) and affective faculties are perceived more in highly valued social robots than industrial 

robots (Wang & Krumhuber, 2018). Swiderska and Küster (2018) and Ward et al. (2013) found 

that people perceived more mind in AI systems when they were harmed. Perception of affective 

faculties has also been shown to increase moral consideration for AI (Ladak et al., 2024) and 

Nijssen et al. (2019) showed that people were less likely to sacrifice a robot with affective faculties.  

Given this previous research, we anticipated that AI mind perception would predict 

forecasts about an imagined future with sentient AI. Mind perception might predict forecasting a 

future in which sentient AI systems are not exploited for their labour, treated cruelly, or used as 
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research subjects, and in which their welfare matters, their rights are advocated for, and where 

people think it is important to reduce the percentage of unhappy sentient AI systems following an 

optimistic belief that the future will be better or because mind perception is linked to moral 

inclusion. Conversely, mind perception might predict the opposite (i.e., increased mind perception 

predicts increased expectations of cruel treatment, labour exploitation, etc.) under the recognition 

and extension of a pattern of nonhuman animal moral exclusion or if mind perception backfires to 

increase the protectionism of human uniqueness.  

3 Attitudes towards AI 
 

The rise of automation and the design of anthropomorphic AI poses realistic and symbolic threats 

like species survival and uniqueness that may affect future forecasts. Anthropomorphic design has 

had mixed effects on responses to AI, although it has been widely adopted to improve acceptance 

of AI systems (Giger et al., 2019; Paiva et al., 2018; Waytz et al., 2014; Złotowski et al., 2015). 

Physical anthropomorphic design and physical or psychological contexts where robots outperform 

humans have been shown to increase perceived threat and opposition to robotics development 

(Ferrari et al., 2016; Giger et al., 2019; Yogeeswaran et al., 2016; Złotowski et al., 2017). 

Widespread public support for slower technological development, laws regulating development, 

or support for outright bans on some human-like developments (e.g., sentience, human-AI system 

integration) could shape future worlds by prompting policymakers towards certain trajectories like 

limiting the development of advanced AI by placing safeguards around models that cost a certain 

amount to train, and consumers towards rejection of certain technologies that they disagree with 

or dislike.  

We examined the predictive effects of perceived threat and policy attitudes on future 

forecasts. Increased perceived threat might predict forecasting exploitation, cruel treatment, 

research use, welfare and advocacy not being important, and it not being necessary to reduce the 

percentage of unhappy sentient AI systems if people expect or believe that sentient AI will destroy 

human uniqueness or curtail human survival. For example, Pauketat and Anthis (2022) found that 

realistic threat predicted less support for pro-AI welfare policies. Alternatively, perceived threat 

might predict the opposite (e.g., less exploitation and cruel treatment) under a belief that human-

like AI deserve moral status and moral inclusion (i.e., perceived threat predicts a better future for 

AI). Pauketat and Anthis (2022) found some evidence for this relationship. Strong identity threat 

linearly predicted increased mind perception (i.e., acknowledging a degree of human-likeness). 

Moderate identity threat quadratically predicted more moral inclusion, more valuation of future AI 

sentience, and more support for AI rights.  

4 Overview  
 

With the rapid adoption of generative AI like ChatGPT, Claude, and Midjourney, we have a unique 

opportunity to develop the social psychological theory of the human-AI dynamics that may 

undergird and circumscribe humanity’s socio-technological future. Social and technological 

changes are often studied after they happen, meaning that we have rarely observed perceptions of 

seemingly radical technologies before they are fully integrated into daily life. With our analysis of 

the nationally representative AIMS survey data, we begin to examine the general public’s visions 

of a future with widespread sentient AI, particularly expectations for their experiences and this 

future world’s AI-relevant social issues. To do this, we selected and analysed a portion of data 
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from two waves of this cross-sectional, longitudinal, and online survey of US Americans, 

comparing responses to the six forecasts and regressing each of the forecasts on demographic and 

psychological factors to illustrate the culturally-situated American visions of the future. We did 

not make directional hypotheses with this data-driven and bottom-up approach, although we 

selected predictor variables based on the research reviewed in the previous sections on human-AI 

interaction. 

5 Methods 

5.1 Participants 

 

Wave 1 of the nationally representative AIMS survey included 1,232 US Americans recruited by 

iSay/Ipsos, Dynata, Disqo, and other leading sample panels in November and December 2021 

(54% female, 75% White, 22% 18-34 years old, 32% 35-54 years old, 45% 55+ years old). Wave 

2 included 1,169 Americans recruited in April and May 2023 (54% female, 61% White, 27% 18-

34 years old, 34% 35-54 years old, 39% 55+ years old). The sample (total N = 2,401) was recruited 

by age, gender, ethnicity, income, education, and USA region according to the official American 

Community Survey’s census estimates.2 The sample self-identified as politically moderate (Wave 

1 M = 3.15, SD = 1.14; Wave 2 M = 3.05, SD = 1.12).  

Some of the sample owned a robotic/AI device (30% Wave 1, 29% Wave 2) and some 

reported working with a robotic/AI device3 (17% Wave 1, 16% Wave 2). Participants reported 

having a variety of experiences with AI including having a conversation with family or friends 

about AI (25% Wave 1, 29% Wave 2), having a conversation with an AI (16% Wave 1, 20% Wave 

2), reading about AI ethics (17% Wave 1, 19% Wave 2), seeing a robot being physically attacked 

by humans (4% Wave 1, 6% Wave 2), and seeing a recording of a robot being physically attacked 

by humans (11% Wave 1, 13% Wave 2). More than half (59% Wave 1, 54% Wave 2) reported not 

having any of these experiences. Some of the sample reported believing that sentient AI already 

exists (16% Wave 1, 18% Wave 2). 

5.2 Procedure and Measures 

 

The AIMS survey consisted of several preregistered4 sections: attitudes towards the moral and 

social integration of AI, the moral consideration of other nonhumans, individual differences, and 

future forecasts. Important terms like “robots/AIs”, “sentience”, and “sentient robots/AIs” were 

defined within the survey. “Robot/AIs” were defined as “intelligent entities built by humans, such 

as robots, virtual copies of human brains, or computer programs that solve problems, with or 

without a physical body, that may exist now or in the future”. “Sentience” was defined as “the 

capacity to have positive and negative experiences, such as happiness and suffering”. “Sentient 

robots/AIs” were defined as “those with the capacity to have positive and negative experiences, 
 

2 All sample demographics can be found alongside the open data 

(https://data.mendeley.com/datasets/x5689yhv2n/2).  
3 Many terms could be used to describe the entities of interest, such as “artificial beings,” “artificial entities,” 

“robots and AI,” or “AI.” The AIMS survey used “robot/AI” because of its clarity, specificity, and inclusion of all 

AI systems, including the salient robot subgroup. 
4 The AIMS survey methodology was preregistered on the OSF by the original research team (Wave 1 

https://osf.io/udbhm; Wave 2 https://osf.io/w9h6g). The full AIMS survey methods and materials are available 

through the preregistrations. 
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such as happiness and suffering”. Participants completed the survey on the GuidedTrack platform, 

gave their informed consent at the start of the survey, and were thanked at the end of the survey. 

Procedures were approved by the primary author's institution and performed in accordance with 

the APA Ethical Principles of Psychologists and the ethical standards of the 1964 Declaration of 

Helsinki and its later amendments. The open data (Pauketat et al., 2023b) is available on Mendeley 

Data (https://data.mendeley.com/datasets/x5689yhv2n/2). The items we selected and the R 

analysis code we wrote for the current study are on the OSF (https://osf.io/vm59q). 

5.2.1 Predictors 

Demographics and Time. Age, gender, region, ethnicity, education, and income were 

collected by the survey recruiter. Age, education level, and income were analysed as continuous 

predictors. Gender was binary5 (man = 0), ethnicity was multi-categorical (Asian, Black, Hispanic, 

Indigenous, Other, White), and region was multi-categorical (Midwest, Northeast, South, West). 

Time was the year in which the data were collected (2021, 2023). 

The other demographics were collected within the survey after all measures. Political 

orientation was self-reported on a sliding scale (1 = very liberal, 3 = moderate, 5 = very 

conservative). Religion (e.g., Agnostic, Buddhist, Catholic, None) and diet (e.g., meat-eater, 

veg*n) were multi-categorical. We recoded religion to a binary (religious = 0). Ownership of a 

robotic or AI device was binary (0 = do not own). Self-reported exposure to AI was the average of 

two items, “How often do you interact with AI or robotic devices that respond to you and that can 

choose their own behavior” and “How often do you read or watch robot/AI-related stories, movies, 

TV shows, comics, news, product descriptions, conference papers, journal papers, blogs, or other 

material”, measured on a Likert-type (0 = never, 5 = daily) scale (r = .57, p < .001). 

Mind Perception. We operationalised mind perception with the average of four items, “To 

what extent do current robots/AIs (i.e., those that exist in 2021/2023) have the capacity for each 

of the following? (experiencing emotions, having feelings, thinking analytically, being rational)” 

on a 0 (not at all) to 100 (very much) sliding scale adapted from Wang and Krumhuber (2018). 

Higher scores reflected more attribution of mind to AI (Cronbach’s α = .82).  

Policy Attitudes. Policy attitudes were the average of responses to three broad bans 

relevant in this early era of AI regulation before people may have nuanced understandings of AI 

regulation, “I support a global ban on the development of sentience in robots/AIs”, “I support a 

global ban on the development of AI-enhanced humans”, and “I support a global ban on the 

development of robot-human hybrids” on Likert-type scales (1 = strongly disagree, 4 = no opinion, 

7 = strongly agree). Higher scores indicated more cautious attitudes towards the development of 

sentience-related technologies (Cronbach’s α = .87).  

Perceived Threat. Three items on Likert-type scales (1 = strongly disagree, 4 = no opinion, 

7 = strongly agree), “Robots/AIs may be harmful to me personally”, “Robots/AIs may be harmful 

to people in the USA”, and “Robots/AIs may be harmful to future generations of people”, were 

averaged into an index of perceived threat (Cronbach’s α = .90). These items were adapted from 

Thaker et al. (2017) for the AI context. Higher scores indicated more perceived threat from AI. 

Anthropomorphism. The tendency to anthropomorphise artificial entities was assessed 

with four averaged items adapted from Waytz et al. (2010) on a 0 (not at all) to 10 (very much) 

sliding scale. The stem, “To what extent does the average…”, was paired with four AI targets and 

 
5 This information was obtained from the recruiter as a part of their demographics and did not include non-binary or 

other categories. 
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human-like capacities, “…robot have consciousness”, “…computer have a mind of its own”, 

“…AI have intentions”, and “digital simulation have emotions”. Higher scores meant more 

anthropomorphism (Cronbach’s α = .94). 

Techno-Animism. Techno-animism was assessed with two items, “Artificial beings 

contain a spirit” and “The spirits of human, natural, and artificial beings can interact with each 

other” from Pauketat and Anthis (2022). Items were measured on a 1 (strongly disagree) to 7 

(strongly agree) sliding scale and averaged (Cronbach’s α = .75). Higher scores indicated stronger 

techno-animist beliefs. 

5.2.2 Future Forecasting Outcomes 

We predicted six forecasts about an imagined future world where sentient AI had 

proliferated. We referred to AI as a group, following Smith et al. (2021), given that people already 

treat AI as an outgroup similar to human outgroups. Further, asking people to forecast about the 

future likely activates abstract mental representations of AI as a group following research on future 

thinking (Agerström & Björklund, 2013; D’Argembeau & Van der Linden, 2007; Förster et al., 

2004; Szpunar et al., 2014) rather than concrete representations of a specific AI system like Siri or 

Alexa. We loosely categorised the forecasts as being about the treatment of future sentient AI and 

AI social issues.  

Participants were asked to “…imagine a future in which sentient robots/AIs have already 

been developed and become widespread” and answer questions about “this future world”. The 

forecasts were presented in random order. All started with the phrase, “In this future world, to what 

extent…”, and were paired with target phrases. The three treatment targets were, “…are robots/AIs 

exploited for their labor” (Exploitation), “…are robots/AIs treated cruelly” (Cruelty), and “…are 

robots/AIs used as subjects in scientific and medical research” (Research Use). The three social 

issue targets were “…is the welfare of robots/AIs an important social issue” (Welfare), “…is 

advocacy for robot/AI rights necessary” (Advocacy), and “…is it important to reduce the overall 

percentage of unhappy sentient robots/AIs” (Unhappiness Reduction). Responses were measured 

on a 1 (not at all) to 5 (very much) sliding scale and were analysed as standalone items.  

6 Results 
 

We employed a repeated measures ANOVA and OLS regressions in RStudio (v.2023.06.1+524) 

to examine forecasts, and the false discovery rate (FDR; Benjamini & Hochberg, 1995) to adjust 

for multiple comparisons. For the regressions, the multi-categorical demographic variables (i.e., 

ethnicity, region, diet) were compared to the largest group (i.e., White, South, meat-eating) and 

the predictor variables without a meaningful zero in the scale (i.e., age, education, income, political 

orientation, AI exposure, policy attitudes, perceived threat, techno-animism) were mean-centred. 

We report adjusted R2 values. Correlations between continuous variables are in Table 1.  

There were significant differences in the average extent to which each forecast was 

expected to occur, F(5, 12000) = 205.17, p < .001, ηp
2 = .08 (see Figure 2). All forecasts were 

significantly different from each other using post-hoc pairwise comparisons (p < .001) except for 

expectations about the importance of AI welfare as a social issue (M = 2.94, SD = 1.24) and the 

necessity of AI advocacy (M = 2.93, SD = 1.25; p = .757). The most forecasted occurrence was 

that sentient AI would be used in scientific and medical research (M = 3.43, SD = 1.11), followed 

closely by expectations of labour exploitation (M = 3.25, SD = 1.24). Forecasting that the number 

of unhappy sentient AI systems needs to be reduced was also above the scale midpoint (M = 3.05, 
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SD = 1.22). The weakest forecast was that sentient AI would be treated cruelly (M = 2.79, SD = 

1.17).  

 

Figure 2 

Forecasts about a future with widespread sentient AI 

 

 
Note. The black horizontal line on each forecast boxplot shows the median response and the white 

point shows the mean response. Each black point is an individual data response. 

 

6.1 Predicting Forecasts about the Treatment of Future Sentient AI 

 

The regression model explained 12% of the variance in Exploitation (R2 = .12, F(26, 2374) = 13.0, 

p < .001). Older age, a more liberal political orientation, and being non-religious were significant 

demographic predictors of forecasting that sentient AI would be exploited for their labour. 

Perceiving more mind in currently existing AI, stronger techno-animist beliefs, and a stronger 

tendency to anthropomorphise artificial entities were significant psychological predictors (see 

Table 2).  

The regression model explained 22% of the variance in Cruelty (R2 = .22, F(26, 2374) = 

26.5, p < .001). A more liberal political orientation, a meat-eating (relative to vegan) diet, and 

being non-religious were significant demographic predictors of forecasting that sentient AI would 

be treated cruelly. Perceiving more mind in current AI, having more cautious policy attitudes, 

perceiving more threat from AI, holding stronger techno-animist beliefs, and having a stronger 

tendency to anthropomorphise were significant psychological predictors (see Table 2).  

The regression model explained 15% of the variance in Research Use (R2 = .15, F(26, 

2374) = 17.5, p < .001). Older age, higher income, a more liberal political orientation, and more 

exposure to AI were significant demographic predictors of forecasting that sentient AI would be 
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used as subjects in medical and scientific research. Perceiving more mind in currently existing AI 

and tending to anthropomorphise were psychological predictors (see Table 2).  

6.2 Predicting Forecasts about Future Social Issues 

 

The regression model explained 35% of the variance in Welfare (R2 = .35, F(26, 2374) = 50.9, p 

< .001). Older age, being female, living in the West, Hispanic (relative to White) ethnicity, a more 

liberal orientation, and more exposure to AI significantly predicted forecasting that AI welfare will 

be an important social issue. Perceiving more mind, stronger techno-animist beliefs, and a greater 

tendency to anthropomorphise were the significant psychological predictors (see Table 3). 

The regression model explained 40% of the variance in Advocacy (R2 = .40, F(26, 2374) 

= 62.4, p < .001). Older age, a more liberal political orientation, being non-religious, and more 

exposure to AI were the significant demographic predictors of forecasting a need for AI rights 

advocacy. Perceiving more mind, perceiving less threat, stronger techno-animist beliefs, and a 

greater tendency to anthropomorphise were the significant psychological predictors (see Table 3). 

The regression model explained 27% of the variance in Unhappiness Reduction (R2 = .27, 

F(26, 2374) = 35.0, p < .001). The only significant demographic predictor of thinking that it would 

be important to reduce the overall percentage of unhappy sentient AI systems was a more liberal 

political orientation. The significant psychological predictors were perceiving more mind, stronger 

techno-animist beliefs, and a greater tendency to anthropomorphise (see Table 3).  
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Table 1 

Correlations and descriptive statistics     
 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. Exploitation Forecast -             
2. Cruelty Forecast .64*** -            

3. Research Use 

Forecast 

.51*** .45*** -           

4. Welfare Forecast .48*** .58*** .43*** -          

5. Advocacy Forecast .49*** .60*** .41*** .80*** -         

6. Unhappiness Forecast .49*** .55*** .44*** .68*** .68*** -        

7. Mind Perception .28*** .36*** .34*** .49*** .51*** .44*** -       

8. Policy Attitudes .00    .00 -.04* -.11*** -.14*** -.06*** -.12*** -      

9. Perceived Threat -.01    -.01 -.05* -.14*** -.18*** -.06*** -.15*** .47*** -     

10. Techno-Animism .26*** .40*** .27*** .50*** .55*** .43*** .59*** -.12*** -.13*** -    

11. Anthropomorphism .29*** .41*** .31*** .52*** .55*** .46*** .68*** -.07*** -.10*** .75*** -   

12. AI Exposure .20*** .23*** .27*** .33*** .34*** .26*** .40*** -.08*** -.08*** .39*** .41*** -  
13. Political Orientation -.07*** -.08*** -.07*** -.12*** -.14*** -.12*** -.05* .17*** .17*** -.03 .03 -.06*** - 

Mean  

(SD) 

3.25 

(1.24) 

2.79 

(1.17) 

3.43 

(1.11) 

2.94 

(1.24) 

2.93 

(1.25) 

3.05 

(1.22) 

46.20 

(23.75) 

4.62 

(1.73) 

4.52 

(1.68) 

3.07 

(1.64) 

3.39 

(2.75) 

1.22 

(1.36) 

3.12 

(1.13) 

Note. FDR-adjusted p-values reported. *p < .05, **p < .01, ***p < .001 
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Table 2 

Regression models predicting forecasts about the treatment of future sentient AI 

 Exploitation  Cruelty  Research Use 

 b  

SE 

CI 

β t  b  

SE 

CI 

β t  b  

SE 

CI 

β t 

Intercept 2.36 

0.13 

2.11, 2.60 

- 18.78***   1.56 

 0.11 

 1.34, 1.78 

- 14.07***   2.51 

 0.11 

 2.29, 2.73 

- 22.83*** 

Age 0.01 

0.00 

0.00, 0.01 

0.09  3.75***   0.00 

 0.00 

 0.00, 0.01 

0.04  1.98   0.00 

 0.00 

 0.00, 0.01 

0.06  2.60* 

Gender – Woman -0.11 

 0.05 

-0.21, 0.01 

-0.05 -2.22   0.01 

 0.05 

-0.08, 0.10 

0.01  0.26   0.05 

 0.04 

-0.04, 0.14 

0.02  1.06 

Region – Midwest  -0.02 
 0.07 

-0.15, 0.11 

-0.01 -0.37  -0.05 
 0.06 

-0.17, 0.06 

-0.02 -0.90   0.11 
 0.06 

-0.01, 0.22 

0.04  1.85 

Region – Northeast   0.01 

 0.07 

-0.13, 0.14 

0.00  0.09   0.01 

 0.06 

-0.10, 0.13 

0.00  0.23   0.03 

 0.06 

-0.09, 0.15 

0.01  0.49 

Region – West   0.10 

 0.07 

-0.03, 0.23 

0.03  1.51   0.10 

 0.06 

-0.01, 0.22 

0.04  1.80   0.08 

 0.06 

-0.03, 0.19 

0.03  1.36 

Ethnicity – Asian -0.10 

 0.11 

-0.31, 0.11 

-0.02 -0.94  -0.13 

 0.09 

-0.31, 0.06 

-0.03 -1.33  -0.18 

 0.09 

-0.37, 0.00 

-0.04 -1.96 

Ethnicity – Black   0.03 

 0.08 

-0.13, 0.20 

0.01  0.38   0.01 

 0.07 

-0.14, 0.15 

0.00  0.09  -0.07 

 0.07 

-0.22, 0.07 

-0.02 -0.96 

Ethnicity – Hispanic   0.00 

 0.08 

-0.15, 0.16 

0.00  0.03  -0.04 

 0.07 

-0.18, 0.10 

-0.01 -0.58   0.08 

 0.07 

-0.05, 0.21 

0.02  1.18 

Ethnicity – Indigenous  -0.07 

 0.24 

-0.01 -0.30   0.07 

 0.21 

0.01  0.33   0.27 

 0.21 

0.02  1.30 
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-0.54, 0.40 -0.35, 0.49 -0.14, 0.69 

Ethnicity – Other  -0.02 

 0.17 

-0.36, 0.31 

0.00 -0.15  -0.28 

 0.15 

-0.57, 0.01 

-0.03 -1.87  -0.17 

 0.15 

-0.46, 0.12 

-0.02 -1.16 

Education  0.00 

 0.01 

-0.02, 0.02 

0.01  0.22   0.01 

 0.01 

-0.01, 0.03 

0.02  0.89   0.00 

 0.01 

-0.02, 0.02 

0.00  0.07 

Income  0.00 

 0.00 
 0.00, 0.00 

0.00  0.21   0.00 

 0.00 
 0.00, 0.00 

0.02  0.74   0.00 

 0.00 
 0.00, 0.00 

0.06  2.80* 

Political orientation -0.07 

 0.02 

-0.12, -0.03 

-0.07 -3.22**  -0.08 

 0.02 

-0.12, -0.04 

-0.07 -3.82***  -0.06 

 0.02 

-0.10, -0.02 

-0.06 -2.96* 

Diet – Some restrictions  0.00 

 0.11 

-0.21, 0.21 

0.00  0.01  -0.02 

 0.10 

-0.21, 0.17 

0.00 -0.20  -0.13 

 0.10 

-0.32, 0.05 

-0.03 -1.41 

Diet – Pescatarian  0.12 

 0.13 

-0.14, 0.39 

0.02  0.91   0.08 

 0.12 

-0.15, 0.31 

0.01  0.67  -0.01 

 0.12 

-0.24, 0.22 

0.00 -0.06 

Diet – Vegan  -0.34 

 0.20 
-0.74, 0.06 

-0.03 -1.68  -0.62 

 0.18 
-0.97, -0.27 

-0.06 -3.45**  -0.10 

 0.18 
-0.45, 0.25 

-0.01 -0.55 

Diet – Vegetarian   0.02 

 0.13 

-0.23, 0.26 

0.00  0.14   0.08 

 0.11 

-0.14, 0.29 

0.01  0.70   0.09 

 0.11 

-0.13, 0.30 

0.02  0.80 

Religion – Not religious  0.14 

 0.06 

 0.03, 0.25 

0.05  2.56*   0.20 

 0.05 

 0.10, 0.30 

0.08  4.08***   0.01 

 0.05 

-0.08, 0.11 

0.00  0.25 

AI ownership – Yes   0.15 

 0.06 

 0.03, 0.27 

0.05  2.37   0.07 

 0.05 

-0.03, 0.18 

0.03  1.32   0.12 

 0.05 

 0.01, 0.22 

0.05  2.14 

AI exposure  0.05 
 0.02 

 0.00, 0.10 

0.05  2.05   0.03 
 0.02 

-0.01, 0.07 

0.04  1.46   0.10 
 0.02 

 0.05, 0.14 

0.12  4.57*** 

Mind perception 0.01 

0.00 

0.01, 0.01 

0.15  5.48***   0.01 

 0.00 

 0.00, 0.01 

0.14  5.28***   0.01 

 0.00 

 0.01, 0.01 

0.21  7.70*** 
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Policy attitudes  0.03 

 0.02 
 0.00, 0.06 

0.04  1.73   0.04 

 0.01 
 0.01, 0.06 

0.05  2.51*   0.00 

 0.01 
-0.03, 0.02 

-0.01 -0.28 

Perceived threat  0.03 

 0.02 

 0.00, 0.06 

0.04  1.80   0.04 

 0.01 

 0.01, 0.07 

0.05  2.51*   0.02 

 0.01 

-0.01, 0.04 

0.02  1.04 

Techno-Animism  0.06 

 0.02 

 0.02, 0.11 

0.09  2.86*   0.14 

 0.02 

 0.10, 0.18 

0.19  6.85***   0.02 

 0.02 

-0.02, 0.06 

0.03  1.07 

Anthropomorphism  0.06 

 0.02 

 0.03, 0.09 

0.13  3.75***   0.08 

 0.01 

 0.05, 0.10 

0.18  5.90***   0.05 

 0.01 

 0.02, 0.07 

0.12  3.56** 

Time – 2023  -0.09 

 0.05 
-0.19, 0.01 

-0.04 -1.84  -0.07 

 0.04 
-0.16, 0.02 

-0.03 -1.62  -0.02 

 0.04 
-0.11, 0.06 

-0.01 -0.51 

Note. FDR-adjusted p-values are reported. The reference groups for categorical variables were “man” for Gender, “South” for Region, “White” for 

Ethnicity, “meat-eater” for Diet, “religious” for Religion, “do not own” for AI Ownership, and “2021” for Time. Some predictors were significant prior 

to FDR adjustment: Exploitation (gender, AI ownership, AI exposure), Cruelty (age), Research Use (Asian ethnicity, AI ownership). *p < .05, **p < .01, 

***p < .001 

 

Table 3 

Regression models predicting forecasts about future social issues 

 Welfare  Advocacy  Unhappiness Reduction 

 b  

SE 

CI 

β t  b  

SE 

CI 

β t  b  

SE 

CI 

β t 

Intercept  1.64 

 0.11 

 1.43, 1.85 

- 15.28***   1.69 

 0.10 

 1.49, 1.89 

- 16.27***   1.71 

 0.11 

 1.49, 1.93 

- 15.24*** 

Age  0.01 

 0.00 

 0.00, 0.01 

0.07  3.68***   0.01 

 0.00 

 0.00, 0.01 

0.09  4.53***   0.00 

 0.00 

 0.00, 0.01 

0.04  2.01 

Gender – Woman  0.11 

 0.04 

 0.02, 0.19 

0.04  2.52*   0.09 

 0.04 

 0.01, 0.18 

0.04  2.20   0.10 

 0.05 

 0.01, 0.19 

0.04  2.19 
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Region – Midwest   0.10 

 0.06 
-0.01, 0.21 

0.03  1.70   0.01 

 0.05 
-0.09, 0.12 

0.00  0.26  -0.03 

 0.06 
-0.15, 0.08 

-0.01 -0.56 

Region – Northeast   0.04 

 0.06 

-0.08, 0.15 

0.01  0.65   0.05 

 0.06 

-0.06, 0.16 

0.02  0.87  -0.05 

 0.06 

-0.17, 0.07 

-0.02 -0.78 

Region – West   0.15 

 0.06 

 0.04, 0.25 

0.05  2.62*   0.12 

 0.05 

 0.01, 0.22 

0.04  2.16   0.02 

 0.06 

-0.09, 0.13 

0.01  0.33 

Ethnicity – Asian -0.09 

 0.09 

-0.27, 0.09 

-0.02 -0.96  -0.12 

 0.09 

-0.29, 0.05 

-0.02 -1.37  -0.20 

 0.10 

-0.39, -0.01 

-0.04 -2.10 

Ethnicity – Black  -0.01 

 0.07 
-0.15, 0.14 

0.00 -0.08  -0.05 

 0.07 
-0.19, 0.09 

-0.01 -0.72   0.03 

 0.08 
-0.12, 0.18 

0.01  0.38 

Ethnicity – Hispanic   0.25 

 0.07 

 0.12, 0.38 

0.07  3.81***   0.08 

 0.06 

-0.05, 0.20 

0.02  1.20   0.14 

 0.07 

 0.00, 0.28 

0.04  2.03 

Ethnicity – Indigenous   0.00 

 0.21 

-0.40, 0.40 

0.00  0.00   0.02 

 0.20 

-0.37, 0.42 

0.00  0.12   0.07 

 0.22 

-0.35, 0.49 

0.01  0.31 

Ethnicity – Other  -0.12 

 0.14 

-0.41, 0.16 

-0.01 -0.84  -0.12 

 0.14 

-0.39, 0.16 

-0.01 -0.84   0.17 

 0.15 

-0.13, 0.46 

0.02  1.09 

Education -0.01 
 0.01 

-0.03, 0.01 

-0.02 -0.82   0.00 
 0.01 

-0.02, 0.02 

0.00  0.19  -0.01 
 0.01 

-0.03, 0.01 

-0.02 -1.02 

Income  0.00 

 0.00 

 0.00, 0.00 

0.00 -0.12   0.00 

 0.00 

 0.00, 0.00 

-0.02 -1.23   0.00 

 0.00 

 0.00, 0.00 

0.02  1.03 

Political orientation -0.10 

 0.02 

-0.14, -0.06 

-0.09 -5.31***  -0.12 

 0.02 

-0.15, -0.08 

-0.11 -6.24***  -0.12 

 0.02 

-0.16, -0.08 

-0.11 -5.74*** 

Diet – Some restrictions -0.04 

 0.09 

-0.22, 0.14 

-0.01 -0.42   0.00 

 0.09 

-0.18, 0.18 

0.00  0.00   0.10 

 0.10 

-0.09, 0.29 

0.02  1.04 

Diet – Pescatarian -0.01 
 0.11 

-0.23, 0.22 

0.00 -0.05   0.03 
 0.11 

-0.19, 0.25 

0.00  0.29  -0.01 
 0.12 

-0.24, 0.23 

0.00 -0.07 
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Diet – Vegan  -0.07 

 0.17 
-0.41, 0.27 

-0.01 -0.39  -0.18 

 0.17 
-0.51, 0.15 

-0.02 -1.07  -0.09 

 0.18 
-0.45, 0.26 

-0.01 -0.52 

Diet – Vegetarian   0.07 

 0.11 

-0.14, 0.28 

0.01  0.64   0.09 

 0.10 

-0.11, 0.29 

0.01  0.85   0.13 

 0.11 

-0.09, 0.35 

0.02  1.13 

Religion – Not religious  0.07 

 0.05 

-0.03, 0.16 

0.02  1.40   0.12 

 0.05 

 0.03, 0.21 

0.04  2.57*   0.08 

 0.05 

-0.02, 0.18 

0.03  1.63 

AI ownership – Yes   0.10 

 0.05 

 0.00, 0.21 

0.04  1.98   0.11 

 0.05 

 0.01, 0.21 

0.04  2.11   0.08 

 0.05 

-0.03, 0.19 

0.03  1.49 

AI exposure  0.09 

 0.02 
 0.05, 0.13 

0.10  4.34***   0.09 

 0.02 
 0.05, 0.13 

0.10  4.52***   0.04 

 0.02 
-0.01, 0.08 

0.04  1.67 

Mind perception  0.01 

 0.00 

 0.01, 0.01 

0.20  8.55***   0.01 

 0.00 

 0.01, 0.01 

0.18  8.17***   0.01 

 0.00 

 0.01, 0.01 

0.20  8.12*** 

Policy attitudes -0.02 

 0.01 

-0.04, 0.01 

-0.03 -1.32  -0.02 

 0.01 

-0.05, 0.01 

-0.03 -1.49   0.00 

 0.01 

-0.03, 0.02 

-0.01 -0.25 

Perceived threat -0.02 

 0.01 

-0.05, 0.01 

-0.03 -1.51  -0.05 

 0.01 

-0.07, -0.02 

-0.06 -3.44**   0.02 

 0.01 

 0.00, 0.05 

0.03  1.64 

Techno-Animism  0.15 
 0.02 

 0.11, 0.19 

0.20  7.64***   0.19 
 0.02 

 0.16, 0.23 

0.26 10.39***   0.11 
 0.02 

 0.07, 0.15 

0.15  5.55*** 

Anthropomorphism  0.09 

 0.01 

 0.07, 0.12 

0.21  7.37***   0.10 

 0.01 

 0.07, 0.12 

0.21  7.65***   0.09 

 0.01 

 0.07, 0.12 

0.21  6.88*** 

Time – 2023  -0.09 

 0.01 

 0.07, 0.12 

-0.04 -2.22  -0.04 

 0.04 

-0.12, 0.04 

-0.02 -1.07  -0.11 

 0.04 

-0.19, -0.02 

-0.04 -2.40 

Note. FDR-adjusted p-values are reported. The reference groups for categorical variables were “man” for Gender, “South” for Region, “White” for 

Ethnicity, “meat-eater” for Diet, “religious” for Religion, “do not own” for AI Ownership, and “2021” for Time. Some predictors were significant prior 

to FDR adjustment: Welfare (AI ownership, time), Advocacy (gender, West region, AI ownership), Unhappiness Reduction (age, gender, Asian 

ethnicity, Hispanic ethnicity, time). *p < .05, **p < .01, ***p < .001 
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7 Discussion 
 

US Americans’ imagined future world with sentient AI showed middling expectations for the 

future with unhappiness, use of sentient AI in medical and scientific research, and sentient AI 

labour exploitation more common than cruel treatment of AI, AI welfare mattering, and AI rights 

initiatives being necessary. This vision coheres with current functional uses of AI in the workplace, 

as replacements for biological nonhuman animal research subjects (Madden et al., 2020; Parker & 

Grote, 2022), and futurist visions of technological competence without morality (Fernando et al., 

2023). The AIMS data suggest that Americans expect a continuation of socio-technological change 

along current lines.  

The primary psychological predictors of Americans’ expectations for this imagined future 

world were AI mind perception, the tendency to anthropomorphise, and techno-animist beliefs 

(i.e., believing AI systems have a soul or inner essence). They predicted forecasting more cruel 

treatment, more exploitation, more use of sentient AI as research subjects, that AI welfare would 

be an important social issue, AI rights advocacy would be necessary, and that it would be important 

to reduce the percentage of unhappy sentient AI systems. Specifically, increased perception of 

minds in current AI systems and a stronger tendency to anthropomorphise predicted all forecasts. 

Techno-animism predicted all forecasts except research use. The psychological processes of 

recognising and attributing mind may be critical to world-making for a distant future with sentient 

AI because it facilitates moral inclusion consistent with previous research connecting mind 

perception to morality (K. Gray et al., 2012). Further, it may promote thinking about the future 

experiences of sentient AI. Likewise, anthropomorphism and animism may aid the expectation of 

a morally worse future for AI systems (e.g., being treated cruelly, exploited, etc.) conceived of as 

persons and promote acting now to ward off that future.  

Perceived threat and current preferences for cautious development policies were less 

predictive of future forecasts. More perceived threat predicted forecasting more cruel treatment 

and less necessity of AI rights advocacy in the future, suggesting a potential dismissal of future 

sentient AI moral status. More cautious policy attitudes about the development of sentient AI and 

integrated human-AI technologies predicted forecasting more cruel treatment, perhaps in 

recognition that developing sentience-related AI technologies could lead to more future cruelty.  

Of the demographic predictors, only liberal political orientation predicted all forecasts. 

Liberals envisioned more exploitation, crueller treatment, more use as biomedical research 

subjects, that AI welfare would be an important social issue, AI rights advocacy would be 

necessary, and that it would be important to reduce the percentage of unhappy sentient AI systems. 

This pattern is consistent with the relationship that liberal political orientation has with moral 

values such as relying most on the harm/care and fairness/reciprocity moral foundations (Graham 

et al., 2009) and extending the circle of moral consideration more universally, including to 

nonhumans, than does a conservative political orientation (Waytz et al., 2019).  

There was also a demographic pattern of older age and more exposure to AI forecasting a 

worse future world, although age was not predictive of forecasted cruelty or the need to reduce the 

percentage of unhappy AI. AI exposure predicted research use, welfare importance, and advocacy 

necessity. Younger people may expect a more positive or moral future in which all sentient entities 

are respected regardless of the social or technological context. Alternatively, older people might 

expect a continuation of historically oppressive trends given their longer experience in society. 

Age differences in optimism have been demonstrated previously (Durbin et al., 2019; You et al., 
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2009), although research has not systematically tested age effects on optimism about technological 

or moral futures to our knowledge. The effect of AI exposure might stem from greater exhibition 

of AI potential (e.g., for replacing biological entities in research) through direct experience or 

exposure to ethical arguments about the use and treatment of AI in science fiction as well as 

philosophical scholarship. There was no evidence of significant change in future forecasts from 

2021 to 2023 following FDR multiple comparison correction. The unadjusted regression results 

showed a temporal change in forecasting that AI welfare is important and that it would be 

important to reduce the percentage of unhappy sentient AI systems. These were forecasted to be 

less important in Americans’ vision of the future for respondents in 2023 than in 2021. This lack 

of significant results suggests that forecasting about AI futures is not necessarily directly tied to 

radical technological advances like ChatGPT (which was released in late 2022) although some 

visions might be affected by technological advances and how they alter the moral and social 

discourse. 

7.1 Limitations 

 

This research was conducted with a nationally representative sample recruited based on the official 

American Community Survey census estimates for age, education, ethnicity, gender, income, and 

region. The AIMS data is more generalisable to the adult US population than most US-based 

quantitative social psychological research, and the imagined future of this representative sample 

profiles the cultural expectations of contemporary Americans, including underrepresented, 

underpowered, and marginalised groups. This is important within a topic such as human-AI 

interaction where many of the viewpoints and much of the research still predominantly arises from 

the study of traditionally represented and highly privileged social groups by these same groups. 

Despite the nationally representative sample however, the survey methodology limits us from 

making firm conclusions about specific underrepresented perspectives. 

 With the AIMS data, we could not account for the many cognitive biases that might affect 

forecasting accuracy, such as optimism bias or present bias (Sweeny et al., 2006; Windschitl & 

Stuart, 2015). Optimism bias might lead to rosier expectations for the future than would be likely 

to occur. Present bias might lead to more unstable forecasts for the future given a lesser interest in 

the future than the present. People with a present bias might also neglect thinking about uncertain 

factors or possible future technologies such as sentient AI. They might default to forecasting a 

future consistent with current beliefs and realities. People have representations of sentient AI from 

science fiction narratives but no direct experiences with sentient AI to guide their imagination. 

AIMS participants were asked to imagine what a future with widespread sentient AI would be like 

without detailed instructions. Some people might have imagined a society filled with feeling, 

human-like android companions and others a society filled with sapient, omniscient, and non-

embodied computer workers, amongst many possibilities. Alternatively, some participants might 

not be able to imagine a future with sentient AI at all given the hypotheticality of the technology 

and individual differences in mental simulation and imagination processes (Kosslyn et al., 1984; 

Mak & Willems, 2019; O’Connor & Aardema, 2005; Smallwood & Schooler, 2015).  

Further, representations of sentient AI likely also differ in conceptualisations of how 

sentience overlaps with other advanced capacities (e.g., complex cognition, having preferences, 

social skills). Research on expectations about the intersectionality of these capacities and how this 

affects the adoption and regulation of AI is needed, particularly in light of philosophical 

perspectives that many capacities might give rise to AI mattering morally (Ladak, 2023). 
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Regardless of the diversity of imagined futures and AI capacities, it is valuable to examine the raw 

intuitions of the general public because their forecasts could influence their support of policies, 

enforcement of human-AI interaction norms, use of new technologies, perception of mind in AI 

systems, and treatment of current AI that could anchor future treatment. Aggregating responses 

across a diversity of envisioned futures is also a strength because many future worlds are possible 

and the factors that predict aggregated forecasts, such as AI mind perception, may have an outsize 

effect on future world-making. 

 

7.2 Future Directions 

 

Attitudes towards AI have been shown to differ between ethnic groups in the USA (Johnson et al., 

2015), pointing to the importance of nationally representative studies such as AIMS in research-

based future world-making, particularly in stratified multicultural societies where some groups 

(e.g., from WEIRD cultures; Henrich et al., 2010) participate in research more than others. 

Extending studies like this to other nations and cultures would enable expanded insights on 

pluralistic values and forecasts about human-AI futures. Different modes of thinking about the 

future may manifest in cross-cultural attitudinal differences towards AI like more ambivalence in 

the USA than China (Dang & Liu, 2021) and Japan (Nomura et al., 2008).  Future research could 

construct profiles of forecasts about AI futures and their psychological predictors in multiple 

countries around the world to illustrate whether and where values, norms, and forecasts converge 

into a global profile and where they diverge into pluralistic sets.  

In addition to expanding into other cultural contexts, surveying a wider range of forecasts 

about future human-AI interactions, such as the expected benefits and costs of a future world filled 

with sentient AI would advance our understanding of future world-making processes. We analysed 

the forecasts available within the AIMS survey data but there are many more possible forecasts 

that people may routinely engage in about human-AI futures that merit future examination (e.g., 

that sentient AI will be friendly companions, that sentient AI will improve human productivity). 

Additionally, combining nationally representative survey research with case studies, 

observational, and interview-based studies could highlight the scale and diversity of values, norms, 

and future world-making endeavours in a variety of world-making contexts (e.g., policymakers 

thinking about the future, AI safety advocates lobbying policymakers).  

Our study focused on the relationship between psychological factors and what we term 

world-making beliefs, attitudes, and expectations (Figure 1). By broadening our understanding of 

these stages, we gain insight into world-making processes that could shape the efficacy of AI 

literacy education and future world-making education. Future research on how psychological 

antecedents and world-making beliefs, attitudes, and expectations relate to world-making actions 

and interventions could result in stronger implications for human-AI future world-making and 

futures literacy, generally. For instance, if current values and norms enshrine the blanket moral 

exclusion of AI rather than engaging in critical ongoing reflection about AI capacities and social 

integration, then world-making actions might lock-in intolerance, exclusion, and prejudice. If 

people expect AI to be subservient they may enact laws and regulations now that enshrine this AI 

role. This could be damaging for the long-term since adherence to laws and mandates has been 

shown to increase social norm compliance and enforcement (Mulder et al., 2024). A harmful 

feedback loop could emerge if laws are written now that set precedence against the inclusion of 

any AI under the position that they will never qualify for moral status. Alternatively, critically-
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engaged AI-inclusive policies might shape the future by norming the idea of moral consideration 

for deserving AI systems, if implemented cautiously.  

 One fruitful avenue for world-making for a technological utopian or “protopian” (i.e., 

progressively improving future; Kelly, 2010) future would be to invest more into understanding 

the plurality of human values in socio-technological contexts, how global value systems emerge 

between cultures, and how forecasts about the future arise from values and transfer into world-

making actions. Research on human value systems like moral foundations (Graham et al., 2013) 

or personal values (Sagiv et al., 2017; Sagiv & Schwartz, 2022) has made strides on the 

psychological study of values. Approaches to AI development and regulatory policies that consider 

values pluralism and working towards a future endorsed by most humans begins with 

understanding attitudes towards AI as well as how people envision socio-technological futures. 

 Targeted hypothesis testing of specific relationships between psychological antecedents, 

cognitive, and action-oriented world-making is also necessary. Research on how individual 

differences in mentally simulating imagined futures impacts forecasts about the future and actions 

taken to build that future would broaden our understanding of the relationship between 

psychological antecedents, cognitive, and behavioural world-making. This could involve asking 

more nuanced questions about specific policies like regulating the development of AI applications 

akin to the development of other technologies (e.g., medical assistive devices) to extend beyond 

support for global bans or regulations such as those that we assessed. 

8 Conclusion 
 

Building on Power et al.'s (2023) theoretical framework for the social psychology of world-

making, we examined nationally representative longitudinal survey data illustrating expectations 

for an imagined future with sentient AI, a first, cognitive stage of world-making. In the current 

critical era of AI-related social change, the study of the attitudes, norms, and values that influence 

AI policy and social integration over the next 25-50 years is needed to build the long-term social 

and moral future we want with AI. Social psychological world-making research could help to 

identify how people imagine humanity’s future with AI and points at which advocates could begin 

laying the groundwork for moral circle expansion that decreases the risk of future suffering and 

increases the opportunity for a harmonious future. Research on AI mind perception, attitudes and 

norms regarding human-AI relations, and how expectations for future human-AI interaction 

change over time will undergird the choices we make as we build the socio-technological future.
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